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CHAPTER 1:  INTRODUCTION 

1.1 Objectives 

The purpose of this paper is to demonstrate the effectiveness of “classical strategies for 

dynamic control” on authentic cogeneration processes.  These strategies are applied to 

several processes at the University of Connecticut’s cogeneration plant.  Case studies of 

their applications are presented in this paper.  Strategies that are applied include the 

following: 

1) The classical SISO feedback structure 

2) The First Order Plus Dead Time (FOPDT) process model 

3) The Internal Model Control (IMC) correlations for PI controller tuning 

4) Static feed forward with feedback trim 

5) Cascade Control 

1.2 The Need for Simplicity in Cogen Control Logic 

Cogeneration (cogen) plants tend to be small by nature.  Their competitiveness is 

achieved by balancing a site’s heating needs with power production.  Despite smaller 

size, the complexity of a cogen plant is often greater than standard power plants.  The 

small scale output and full scale complexity of a cogen plant demand simplicity in 

operations and maintenance.  Control logic simplicity is particularly important.   

A vast collection of customized control logic directs a plant’s automated systems.  The 

logic must be maintained along with ever changing processes, demands and 

environments. Simplicity is essential in order to understand and effectively manage the 
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evolution.  Classical process control strategies are often the most appropriate solution.  

They provide satisfactory control performance while maintaining logic simplicity.  

Classical strategies tend to be well understood by plant personnel and are easy to 

implement, resulting in greater operational efficiency for the plant. 

1.3 Overview of Cogen Case Studies 

SCR NOX Control of Combustion Turbine Exhaust 

This case study details the NOX control of cogen gas turbine exhaust using a nonlinear 

feed forward with cascade architecture.  The proposed control structure incorporates the 

five control strategies listed in Section 1.1.  A step-by-step process for implementing and 

tuning the control structure is presented.  The resulting control performance is good and 

the logic is dramatically simplified. 

Cooling Tower Temperature Control 

The first four strategies outlined in Section 1.1 are applied to the cooling tower water 

temperature control system.  Cooling tower system efficiency is also examined.  

Efficiency measures are integrated into a comprehensive logic, based on the classical 

control strategies.   Resulting logic provides satisfactory temperature control and 

promotes efficiency.   

Cogen Steam System 

Three processes in the cogen plant’s steam system are examined. The classical SISO 

feedback structure is applied to each process and the controllers are tuned using the 

FOPDT model and IMC correlations.  This combination is the most basic control 

methodology of this paper.  The simplicity of the methodology is its primary strength.  
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The results of these case studies are submitted as further evidence of the effectiveness of 

classical strategies for industrial process control. 

1.4 Overview of the UConn Cogeneration Plant 

The University of Connecticut Cogeneration Plant provides utilities for over 22,000 

students at the Storrs, CT campus [21].  While typically referred to as a “cogeneration 

plant”, it actually provides the campus with steam, chilled water and electricity, making it 

a combined heating, cooling and power facility.  Before the cogen plant was built, a 

central utility plant on campus provided steam and chilled water; electricity was 

purchased from the grid.  Faced with rising energy costs, UConn began construction of 

the cogen plant in 2003. It was completed by 2005, costing about $80 million [10].  The 

plant was mated with the existing central utility, which added electrical generation 

capability as well as the ability to utilize waste heat from power generation to produce 

steam and chilled water. 

Three 7.5 MW Solar Taurus
TM

 70 turbines are the main source of electrical power in the 

plant.  They primarily burn natural gas for fuel but are also capable of burning fuel oil.  

Each turbine is coupled to a generator; collectively they are referred to as Combustion 

Turbine Generators (CTGs).  Hot exhaust gases from the turbines pass through Rentech 

Heat Recovery Steam Generators (HRSGs) before being treated to reduce emissions and 

exiting through the stack.  The HRSGs contain large heat exchangers used to capture heat 

from the exhaust gas which is then used to boil water and create steam.  They also 

contain natural gas duct burners that are fired in the exhaust stream when more steam is 

required.  The HRSGs produce high pressure and low pressure steam.  High pressure 
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steam is used in a combined cycle configuration, driving a single stage, 5 MW Murray 

Steam Turbine Generator (STG), providing additional electricity generation.  The steam 

exits the turbine at reduced pressure joining the low pressure steam from the HRSGs.  An 

overview of the plant’s steam system is provided in Figure 1.1. 
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Low pressure steam is either used for heating or chilled water production, depending on 

the needs of the campus.  When heating is required, low pressure steam passes through 

Pressure Reduction Valves (PRVs), and is distributed throughout the campus via an 

underground network of pipes.  When additional steam capacity is required to meet 

campus heating demand, the plant can use its 100,000 lb/h gas fired boiler and its four 

older 70,000 lb/h boilers.  When the HRSGs produce excess steam as a byproduct of 

electricity generation, it is sent to the dump condenser to be condensed and the resulting 

water sent to be conditioned and reused. 

The cogen plant operates three York MaxE Steam-Turbine Drive Centrifugal Chillers for 

chilled water production.  Each chiller’s compressor is powered by a multi-stage Murray 

steam turbine.  Heat rejection from the condensers is accomplished with a bank of nine 

mechanically driven cooling towers with VFD equipped fans on the roof of the facility. 

When the campus requires additional chilled water, the chiller plant from the original 

facility is used.  The original facility contains four chillers.  Two of them are Tecogen 

CH-1000 gas fired chillers and the other two are Carrier 19XR electric driven chillers.  A 

bank of four mechanically driven cooling towers are used for heat rejection.  When it is 

very cold outside, a free cooling heat exchanger is used to generate chilled water directly 

from the cooling tower water. 

Heat that is normally rejected to the atmosphere at conventional power plants is captured 

at cogen plants and used to generate steam.  Cogen plants are most efficient when the 

steam load at the location it serves matches the steam production generated as a 

byproduct of electricity generation.  State rules prohibit the UConn Cogen Plant from 

selling power to the grid [3], therefore, the cogen plant attempts to produce exactly as 
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much electrical power as the campus demands.  Consequently, steam produced as a 

byproduct of electricity generation rarely matches steam demand.  The cogen steam 

supply may not fully meet campus demand, i.e., the steam/electricity balance is “steam 

deficient.”  In this case, less efficient, non-cogen sources of steam, such as boilers, must 

be used.  The cogen plant may also produce too much steam as a byproduct of electricity 

generation, or have “excess steam.”  In this event some steam must be disposed of by the 

dump condenser.  The cogen steam/electricity balance problem is expressed in the plant 

control logic.   

The plant operates in three main control modes: 

 Summer Mode:  High ambient temperatures result in a low steam heating demand 

from campus, but chilled water demand is high.  Cogen steam is used to drive the 

steam chillers to provide the campus with chilled water.  Duct burners generate 

extra steam to meet peak chill water loads or natural gas and electric driven 

chillers are used. 

 Shoulder Season Mode:  Moderate ambient temperatures result in low steam 

heating demand and low chilled water demand.  There is typically more than 

enough cogen steam to meet the demands.  The excess steam is sent to the dump 

condenser. 

 Winter Mode:  Cold ambient temperatures result in high steam heating demand 

and minimal chilled water demand.  Steam produced as a byproduct of electricity 

generation is not enough to meet campus demand, so duct burners and boilers are 

heavily used. 
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The UConn Cogen Plant’s various systems are primarily controlled using Allen Bradley 

PLCs.  The PLCs use Allen Bradley’s RSLogix software.  The PLCs are integrated into a 

SCADA/HMI powered by GE’s Intellution software.  The plant has hundreds of 

automated control loops functioning at all times to maintain critical process variables at 

their set points.  The control logic requires frequent maintenance to keep up with the ever 

changing plant.  The control algorithm of choice at the UConn Cogen is the standard PID 

controller due to its simplicity and effectiveness. 
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1.5 Review of Control Strategies 

1.5.1 FOPDT Process Dynamic Modeling 

Many self-regulating chemical processes can be adequately described by the First Order 

Plus Dead Time (FOPDT) dynamic model for control purposes [15].  The FOPDT model 

is linear and time invariant.  The transfer function of a process, GP(s), which has been 

approximated by an FOPDT model, is described by a process gain, KP, process time 

constant, τP, and process dead time, θP. 

  ( )   
       

     
                                                                                            Equation 1.1 

The model parameters are used to calculate appropriate controller tuning values for plant 

processes.  The three parameters of the FOPDT model can be derived using actual plant 

data from a “bump test” of the process [4].  A bump test involves perturbing the input to 

the process, the Controller Output (CO), in order to evoke a response in the Process 

Variable (PV), which is the output of the process and the variable to be controlled.  The 

PV response should be strong enough to be distinguished from random fluctuations in 

process data.  The step test is the most common form of bump test, where the CO is 

increased by a step function.  A step test is performed on a simulated FOPDT process in 

Figure 1.2, showing the step response dynamics of the FOPDT model and the relevant 

process parameters. 



10 

 

 
Figure 1.2:  Simulated FOPDT Process Showing the Relevant Process Parameters 

Many industrial processes are relatively time invariant, but not necessarily linear.  Due to 

nonlinearities, it is important that the FOPDT model is based on data collected at the 

Design Level of Operation (DLO) [4].  The DLO represents the typical condition of the 

process, including the typical value of the PV and typical values of Disturbances (D) to 

the process.  Any disturbances to the process should be held constant during the test to 

ensure the PV response is a direct result of the change in CO.  Initially the CO is held 

constant, allowing the PV to reach steady state; then it is perturbed.  A model fitting 

program can be used to generate a FOPDT best fit model to the bump test data.  The 

model can be fit using an iterative procedure designed to minimize the sum of squared 

error over the time frame of the test [12].  An example of a process bump test with an 

FOPDT model fit is provided in Figure 1.3. 
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Figure 1.3:  Example Process Bump Test Data with FOPDT Model Fit 

1.5.2 The IMC Control Strategy 

The Internal Model Control (IMC) tuning strategy was introduced by Rivera, et al. [18].  

The IMC strategy is used to generate tuning values for controllers for the classic SISO 

control structure.  Tuning values are generated based on a process model and the 

selection of a single parameter, the closed loop time constant, τC.  As a result, controller 

tuning specifications and adjustments are drastically simplified.  Decreasing τC results in 

a more aggressive, less damped, response.  Increasing τC results in increased stability 

margins, but also a slower response.  A heuristic can be used to select an initial τC 

appropriate for a given process.  The heuristic used in this paper’s case studies is 

discussed in Section 1.5.2.1.   
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1.5.2.1 Derivation of IMC Tuning Correlations for PI Controllers 

This subsection, 1.5.2.1, has been written by Douglas J. Cooper.  A version of this 

material has been published in [5] and is copyrighted by Control Station, Inc. 

Written permission for its use is provided in APPENDIX A. 

Internal Model Control (IMC) can be used to derive PID controller tuning correlations.  

Figure 1.4 shows a simplified block diagram of the IMC structure.  The unique aspect of 

IMC construction is the placement of a process model,  
 ( ), in parallel with the actual 

process it represents. 

 

 
Figure 1.4:  IMC Structure 

As shown in the diagram, process model   
 ( ) receives the actual controller output 

signal, U(s), and uses it to compute Y*(s), a prediction of the measured process variable, 

Y(s). While in theory, the parallel process model must be derived and programmed as part 

of the controller, we show in the following sections that with certain assumptions, the 

structure of Figure 1.4 can be recast into a traditional feedback control architecture. Thus, 
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for the specific cases of interest here, this model is never actually created as a separate 

entity.  The controller tuning correlations are based on the closed-loop transfer functions. 

To derive the closed-loop transfer functions, we perform balances on the IMC structure 

shown in Figure 1.4 by writing: 

 ( )   ( )  ( )   ( )  ( )                                                                      Equation 1.2 

  ( )   ( )  
 ( )                                                                                           Equation 1.3 

 ( )   ( )  
 ( )  [    ( )   ( )    ( )]  

 ( )                                     Equation 1.4 

 

Substituting Equations 1.2 and 1.3 into Equation 1.4 yields: 

 ( )  [    ( )   ( )  ( )   ( )  ( )   ( )  
 ( )]  

 ( ) 

              ( )  
 ( )   ( )  ( )  

 ( )   ( )  ( )  
 ( )   ( )  

 ( )  
 ( ) 

We solve for U(s): 

 ( )   
  

 ( )

    
 ( )[  ( )   

 ( )]
     ( )   

  ( )  
 ( )

    
 ( )[  ( )   

 ( )]
  ( )   Equation 1.5 

Substitute Equation 1.5 into Equation 1.2 to obtain: 

 ( )   
  

 ( )  ( )

    
 ( )[  ( )   

 ( )]
     ( )   

  ( )  
 ( )  ( )

    
 ( )[  ( )   

 ( )]
  ( )   ( )  ( ) 

And rearrange into the closed loop transfer function: 

 ( )   
  

 ( )  ( )

    
 ( )[  ( )   

 ( )]
     ( )   

  ( )[    
 ( )  ( )]

    
 ( )[  ( )   

 ( )]
  ( )    Equation 1.6 

Equation 1.6 yields a set-point tracking (servo response) transfer function assuming a 

constant disturbance, and disturbance rejection (regulator response) transfer function 

assuming a constant set point: 
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Set-Point Tracking:  
 ( )

    ( )
 

  
 ( )  ( )

    
 ( )[  ( )   

 ( )]
            Equation 1.7 

Disturbance Rejection: 
 ( )

 ( )
 

  ( )[    
 ( )  ( )]

    
 ( )[  ( )   

 ( )]
                    Equation 1.8 

Three basic steps are used to derive IMC tuning correlations; the first two steps detail the 

creation of the IMC model. The last step relates the IMC model to a classical feedback 

controller transfer function to obtain controller tuning correlations. 

Step 1:  The poles of a transfer function (the roots of the characteristic equation in the 

denominator of the transfer function) indicate system stability. If the real part of any root 

is positive, the system is unstable.  This concept plays a central role in the IMC analysis. 

The approach we take is to invert the process model to create the controller. One problem 

with such an approach is that any zeros (roots in the numerator of a transfer function) of 

the process model that lie in the right hand of the complex plane, when inverted, become 

unstable poles.  If we permit this to occur, our controller will be unstable. To avoid 

creating an unstable controller, factor the process model,   
 ( ), into an invertible and 

noninvertible part. The classification is based on the numerator of the transfer function 

because this becomes the denominator when the model is inverted in Step 2. 

The noninvertible part,    
 ( ), contains all right-hand plane zeros (roots in the 

numerator of a transfer function that have positive real parts) and the dead time term. The 

invertible part,    
 ( ), contains left hand plane zeros (roots in the numerator that have 

negative real parts) that produce stable behavior when in the denominator of a transfer 

function. Using this notation, the process model is factored as: 

  
 ( )     

 ( )   
 ( )                                                                                     Equation 1.9 
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Step 2:  Specify the controller transfer function as: 

  
 ( )   

 

   
 ( )

  ( )                                                                                     Equation 1.10 

where F(s) is a low-pass filter with gain equal to 1. The term “low-pass” is used to 

indicate that high frequencies (rapid controller output changes) are lost. For deriving 

tuning correlations, the IMC filter has the form: 

 ( )   
 

     
                                                                                                Equation 1.11 

where τC is the closed loop time constant, and indicates the speed of the response of a 

process to set point changes.  A popular heuristic for achieving a 10% to 15% overshoot 

to step changes in set point is: 

τC is the larger of 0.1τP or 0.8θP 

A heuristic for a more conservative “no overshoot” response to set point changes is: 

τC is the larger of 0.5τP or 4θP 

Step 3: Relate the IMC transfer function models to those from classical feedback control. 

We recall that the closed loop transfer function for a classical feedback control 

architecture is: 

 ( )   
  ( )  ( )

    ( )  ( )
    ( )   

  ( )

    ( )  ( )
  ( )                                Equation 1.12 

We compare set point tracking forms: 

IMC:   
 ( )

    ( )
 

  ( )  
 ( )

    
 ( )[  ( )   

 ( )]
        Classical:   

 ( )

   ( )
 

  ( )  ( )

    ( )  ( )
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And equate the two: 

  ( )  
 ( )[    ( )  ( )]    ( )  ( )[  (  ( )   

 ( ))  
 ( )] 

  
 ( )    

 ( )  ( )  ( )    ( )    
 ( )  ( )  ( )   

 ( )  
 ( )  ( ) 

Rearranging we obtain: 

  ( )   
  

 ( )

    
 ( )  

 ( )
                                                                                  Equation 1.13 

We can use Equation 1.13 to obtain a classical feedback controller from one derived from 

the IMC structure.  This enables us to determine the controller PI tuning parameters KC 

and KI.   Assume a FOPDT process model: 

  
 ( )   

       

     
          

Substitute the first order expansion for      : 

             

Resulting in Equation 1.14: 

  
 ( )   

  (     )

     
                                                                                      Equation 1.14 

Factor   
 ( ) into invertible and noninvertible parts: 

  
 ( )     

 ( )   
 ( ) 

so following the discussion above: 

   
 ( )  (     )                                                                                        Equation 1.15 

   
 ( )   

  

     
                                                                                             Equation 1.16 

We can now express the IMC controller model,   
 ( ), in terms of the invertible process 

model term and a first-order filter term,  ( ): 
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 ( )   

 

   
 ( )

  ( )                                                                                     Equation 1.17 

where the IMC filter has the form: 

 ( )   
 

     
                                                                                                 Equation 1.18 

Substituting Equations 1.15, 1.16 and 1.18 into Equation 1.17 yields the controller: 

  
 ( )   (

     
  

) (
 

     
)   

     
  (     )

                                                     Equation 1.19 

We can relate this IMC controller model,   
 ( ), to a classical feedback controller model 

via Equation 1.13: 

  ( )   
  

 ( )

    
 ( )  

 ( )
                                                                                  Equation 1.13 

We substitute Equations 1.14 and 1.19 into Equation 1.13 and simplify: 

  ( )   
  

  (     )
[  

 

   
]                                                                        Equation 1.20 

Compare Equation 1.20 to the classical feedback model for a PI controller, 

  ( )       
  
 

 

We obtain the following controller tuning parameters: 

IMC PI Tuning Correlations:         
  

  (     )
     and         
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1.5.3 Static Feed Forward 

The standard feedback control structure’s disturbance rejection performance is limited 

because it neutralizes disturbances by reacting to errors.  The error must already be 

present before action is taken to correct it.  The addition of a feed forward controller can 

improve disturbance rejection performance by taking preemptive action to neutralize the 

effects of a disturbance on the process variable [19].  Figure 1.5 shows the traditional 

feedback control structure with the addition of a feed forward controller. 

 

Figure 1.5:  Traditional Feedback Control Structure with Feed Forward 

The closed loop transfer function of the control structure of Figure 1.5 is as follows: 

 ( )   
  ( )  ( )

    ( )  ( )
    ( )   

  ( )    ( )  ( )

    ( )  ( )
  ( )                      Equation 1.21 

Ideally the transfer function of the feed forward controller,    ( ), would be set to  

   ( )    
  ( )

  ( )
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This reduces the disturbance coefficient, the second term of Equation 1.21, to zero.  The 

resultant in the closed loop transfer function is 

 ( )   
  ( )  ( )

    ( )  ( )
    ( ) 

which is simply the set point tracking servo response.  It may not be practical to 

accurately model the disturbance process, and program the dynamic feed forward transfer 

function into the PLC.  In many cases, a static feed forward may dramatically improve 

disturbance rejection performance.  The logic for a static feed forward is simpler to 

implement, understand and maintain.  A static feed forward neglects the relative 

dynamics of the disturbance and process, only considering the relative gains.  For a static 

feed forward, the feed forward transfer function is set to 

   ( )    
  

  
      

where    and    are the static gains of the disturbance and process, respectively.  The 

static feed forward generally proves useful if the dynamics of   ( ) are similar in speed 

to the dynamics of   ( ) [14].  In many cases, the ratio of the static gains may not be 

constant at all levels of the disturbance.  For these cases a nonlinear, static function for 

   ( ) can be useful. 
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1.5.4 Cascade Control Structure 

A cascade controller can be useful when an intermediate process is used to control a 

process variable of interest as depicted in Figure 1.6. 

 

Figure 1.6:  Traditional Cascade Structure 

The inner loop is used to track a set point generated by the controller of the outer loop, 

    ( ).  The inner loop’s process variable is the input to the outer loop’s process, 

    ( ).  The inner process,     ( ), could be controlled in open loop mode, with the 

outer loop feedback handling deviations in the process variable, Y( ), however, 

disturbances to the inner process would be allowed to propagate to the outer process.  The 

cascade structure is used to reject disturbances to the inner process limiting the effect on 

the outer loop [9].  Inner loop feedback may also make the process behave linearly.  If  

    ( ) is very nonlinear, the cascade can make control simpler than the single loop 

alternative. 

Cascade control should only be used if the dynamics of the inner process, time constant 

and dead time, are approximately three or more times faster than the dynamics of the 
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outer process [14].  Flow and pressure control loops are often the inner loops of cascade 

structures and are typically quite fast. 

Cascade controllers can be tuned using a similar process to single loop controllers.  First, 

the inner process should be approximated with a FOPDT model from bump test data as 

described in Section 1.5.1.  The FOPDT model can be used to derive PI controller tuning 

values using the IMC correlations derived in Section 1.5.2.1.  For cascades with inner 

processes that are slow compared to the outer processes, a P-only controller is generally 

more appropriate, because faster closed loop settling times can be achieved.  With the 

inner loop tuned and in automatic mode, the outer loop controller can be tuned.  The 

outer loop controller is tuned using a process model which includes the automatic inner 

loop as well as the outer process.  The outer loop controller output is perturbed to collect 

bump test data for FOPDT approximation.  The IMC correlations can then be used to 

generate PI tuning values for the outer controller. 
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CHAPTER 2:  SCR NOX CONTROL OF COMBUSTION TURBINE EXHAUST 

2.1 Abstract 

This section discusses a model based strategy for controlling the NOX concentration of 

natural gas turbine emissions.  The strategy addresses a typical cogeneration 

configuration where NOX is removed from turbine exhaust via Selective Catalytic 

Reduction (SCR).  A case study of its application to a 7.5 MW Solar Taurus
TM

 70 turbine 

with lean, premixed combustion is presented.  The unit is equipped with a Rentech 

HRSG, iron zeolite SCR catalysts and cool, dry Continuous Emissions Monitoring 

Systems (CEMS). A control logic structure is proposed, as well as a method of plant-

specific deployment.  The structure is simple, intuitive and highly effective.   

The experimental data presented in this work shows that NOX concentration can be 

reasonably controlled with a NOX → ammonia flow rate → ammonia valve position 

cascade architecture.  However, the cascade feedback cannot adequately address 

disturbances to NOX concentration caused by rapid adjustments in turbine load.  A feed 

forward controller based on turbine load is shown to provide excellent dynamic support 

to the feedback controller in mitigating the disturbance.  A regression of ammonia flow 

vs. turbine load data is used to establish a static, nonlinear relationship for the feed 

forward controller.  Data presented in this paper demonstrates that the proposed control 

strategy provides improved performance over the previous NOX control logic at the 

UConn Plant while retaining simplicity. 
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2.2 Introduction 

2.2.1 Overview of the Combustion and NOX Reduction Processes 

The University of Connecticut’s cogen plant operates three 7.5 MW Solar Taurus
TM

 70 

natural gas turbines.  The turbines drive generators which are used to produce electricity 

to power the UConn campus.  The turbine and generator units are collectively referred to 

as Combustion Turbine Generators (CTGs).  Each unit is connected to a Rentech Heat 

Recovery Steam Generator (HRSG) which captures waste heat from combustion turbine 

exhaust to produce steam for the campus’s heating and cooling needs.  The HRSGs also 

contain natural gas duct burners which are fired when additional steam is required.  

Downstream of the heat exchangers, the HRSGs contain integrated iron zeolite NOX 

catalysts and ammonia injection systems.  After being dosed with ammonia vapor, the 

exhaust passes through a catalyst grid where NOX is removed via Selective Catalytic 

Reduction (SCR).  The exhaust gas continues up through the stack where it is sampled by 

a Continuous Emissions Monitoring System (CEMS) before being released into the 

atmosphere.  A diagram of UConn’s combustion and NOX reduction processes is 

provided in Figure 2.1. 

UConn’s natural gas turbines produce low levels of NOX by using lean, premixed 

combustion.  Thoroughly premixing the air and natural gas before it enters the 

combustion chamber reduces hot areas in the combustion process [2].  The lower 

temperature results far less NOX production than higher temperatures.  The lean fuel/air 

ratio also reduces the overall combustion temperature; however, this also reduces the 

power cycle efficiency.  The turbines are operated lean in order to maintain the turbine 
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exit temperature below 900°F, thus preventing damage to the turbine blades.  The low 

level NOX production combined with the SCR NOX treatment of the exhaust allows 

UConn to control NOX emissions at a low level of 1.8 Parts Per Million (PPM). 

 
Figure 2.1:  Diagram of UConn’s Combustion and NOX Reduction Processes 

2.2.2 Selective Catalytic Reduction of NOX 

SCR is accomplished by reacting ammonia with the NOX contained in exhaust gases in 

the presence of a catalyst.  SCR of NOX is achieved based on the following reactions [8]: 

4NH3+4NO +O2→4N2+6H2O  (1) 

2NH3+NO+NO2→2N2+3H2O  (2) 

8NH3+6NO2→7N2+12H2O   (3) 
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Excess oxygen is available in lean burning natural gas turbine exhaust and >90% of NOX 

in the untreated exhaust generally consists of NO [8].  Reaction (1) dominates the overall 

NOX reduction in these conditions.  The objective of NOX control is to adjust the rate of 

this reaction in order to maintain a specific concentration of NOX exiting the stack.  This 

balances two objectives: to emit a low level of NOX while also keeping ammonia usage 

and emissions low. 

2.2.3 Variables Affecting NOX Production and Reduction 

Variables affecting NOX production and reduction rates include:  CTG load, fuel flow 

rate, air/fuel ratio, fuel mixing and combustion, inlet air temperature, pressure and 

humidity [16], duct burner firing rate, catalyst temperature, catalyst condition, and 

ammonia surface concentration and distribution over the catalyst [11].  From a control 

perspective, only some of these variables must be considered.   

The surface ammonia concentration of the catalyst is the most important variable 

affecting NOX.  It provides a means to control NOX emissions to the atmosphere.  

Increasing the level of ammonia on the catalyst increases the rate of the NOX reduction 

reaction and reduces the concentration of NOX emitted to the atmosphere.  Ammonia 

surface concentration is not measured in UConn’s plant so ammonia flow rate to the 

catalyst must be considered in its place.  

A number of CTG operating variables impact NOX, but the CTG internal controls are 

such that the variables are correlated.  At any given loading, the CTG operating variables 

are controlled to prescribed operating levels.  The effect of the CTG operating variables 

on NOX production can be described simply as a function of CTG load.  CTG fuel flow 
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rate is used to indicate CTG load throughout this study.  The CTG load at UConn’s 

cogeneration plant constantly fluctuates to satisfy the instantaneous power requirements 

of the campus.  A CTG is typically brought online and offline everyday causing large 

load swings in the other two CTGs twice daily.  These rapid changes in the CTG load 

induce a strong and rapid NOX response that is damaging to NOX control performance.   

Other variables affecting NOX production and reduction include ambient air conditions, 

catalyst temperature and condition, and duct burner firing rate.  These variables do not 

require special consideration because they only induce a weak NOX response or they 

change very slowly during normal plant operation.  The impact on NOX emissions due to 

changes in these variables can be adequately addressed by feedback control. 
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Figure C.6:  Comparison of Temperature Regulation Performance with 6 Fans Operating 

Before and After Tuning 
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Figure C.7:  Comparison of Temperature Regulation Performance with 7 Fans Operating 

Before and After Tuning 
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APPENDIX D:  Fan Stop Disturbance Rejection Performance Comparison Plots 

 
Figure D.1:  Comparison of Disturbance Rejection Performance, No Feed Forward vs.  

Feed Forward, 2 Fans Initially Operating, 1 Fan Stopped 
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Figure D.4:  Comparison of Disturbance Rejection Performance, No Feed Forward vs.  

Feed Forward, 5 Fans Initially Operating, 1 Fan Stopped 
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Figure D.5:  Comparison of Disturbance Rejection Performance, No Feed Forward vs.  

Feed Forward, 6 Fans Initially Operating, 1 Fan Stopped 
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Figure D.6:  Comparison of Disturbance Rejection Performance, No Feed Forward vs.  

Feed Forward, 7 Fans Initially Operating, 1 Fan Stopped 
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Figure D.7:  Comparison of Disturbance Rejection Performance, No Feed Forward vs. 

Feed Forward, 8 Fans Initially Operating, 1 Fan Stopped 
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Figure D.8:  Comparison of Disturbance Rejection Performance, No Feed Forward vs. 

Feed Forward, 9 Fans Initially Operating, 1 Fan Stopped 

 


